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Abstract 
The traditional education quality detection method is too single and unreasonable, which is not suitable 

to evaluate students' ability comprehensively. In this paper, the probabilistic neural network (PNN) algorithm 

is used to detect the education quality by considering the important impact between the various achievements 

of students. PNN algorithm originates from Bayesian decision rule, and it uses the non-linear Gaussian 

Parzen window as the probability density function. As PNN model has the virtues of strong nonlinear and 

anti-interfering ability, it is fit to detect the education quality by classifying the students' achievements. 

Besides, the influences of different evaluation models on classification accuracy and efficiency are also 

discussed in this paper. Furthermore, the effect of spread value on PNN model is also discussed. Finally, the 

actual data are used to detect the education quality. Experimental results show that the detection accuracy can 

reach 95%, and the detection time is only 0.0156s based on the proposed method. That is to say, the method is 

a very practical detection algorithm with high accuracy and efficiency. Moreover, it also provides a reference 

for how to further improve the teaching quality. 
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1. INTRODUCTION 

 

With the rapid development of information 

technology, many universities use a professional 

education quality detection system to evaluate the 

students' ability. However, the existing detection 

system is inadequate in evaluating education 

quality effectively. In recent years, with the 

expansion of  higher education and the rapid 

growth of the number of students, students' 

achievements produce a large number of data. So, 

it is necessary to use the comprehensive multi-

angle detection method to replace the conventional 

single detection method. At present, in view of the 

actual needs of the education quality detection 

system, it should use the advanced information 

technology to obtain effective evaluation from 

students' achievements, and thus find out the 

correlation between the students' achievements and 

abilities. That is to say, it is very important to 

evaluate the education quality comprehensively 

and objectively based on advanced detection 

method. 

An important detection mean of education 

quality is to classify students' achievements. It's 

main purpose is build a proper classification model 

to analyze the effective information hidden in the 

students' achievements. As for now, there are many 

classification methods, such as moment invariants 

[1], random forest[2,3], support vector machine [4], 

principal component analysis[5], Markov random 

fields[6], particle swarm optimization[7], discrete 

wavelet transform[8], et al. Additionally, in [9], a 

novel framework of complex network classifier is 

proposed to tackle the problem of network 

classification, which shows that the proposed 

method performs well on large-scale networks. In 

[10], it uses the domain-adversarial learning 

method to classify the low-resource text, and it can 

obtain good results. In [11], a method to detect and 

classify ten short-circuit faults in the distribution 

networks is introduced, and it proves the 

effectiveness of the proposed method. In [12], A 

SAR image recognition algorithm is proposed by 

combining the convolution neural network and the 

extreme learning machine algorithm, and the 

accuracy of the image recognition is 100%. 

In addition to the above mentioned 

classification methods, the probabilistic neural 

network (PNN) model is a single-pass feed-forward 

neural network with the capability of providing the 

non-linear decision boundaries[13], which is suit 

for classification. PNN model is obtained by the 

Bayesian network and statistical principle. It 

originates from the radial basis function network. 

So, it learns more quickly than many other neural 

network models. As for now, it is widely used in 

varieties of applications such as detection [14-16], 

object tracking [17], diagnosis [18], classification 

[19], prediction [20], et al. In [14], a tool breakage 

detection system is proposed based on PNN model. 

Finally, it shows that the detection system can 
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obtain the satisfactory results. In [17], a PNN model 

is used to detect camouflaged objects in video 

sequences, which makes the detection process 

faster and improves the detection accuracy. In [18], 

the paper introduces a method to heart activity 

diagnosis based on PNN model. In this method, the 

PNN model provides a powerful tool to classify the 

input data. In [21], PNN algorithm is introduced to 

solve the false detection problem of video 

advertising detection, and the experimental results 

show that the precision and recall are improved. In 

[22], PNN model is used as classifiers, which is 

more suitable for the prediction to olefin trans- 

structure. 

Furthermore, in order to improve the 

performance of PNN model, some combination 

methods based on PNN with other unique methods 

are introduced in many papers. In [23], optimal 

parameters of PNN are determined by means of the 

particle swarm optimization method. The results 

demonstrate the effectiveness of the proposed 

method. In [24], the introduced algorithm based on 

PNN and k-nearest neighbour methods is used to 

classify the extensive air shower data sets, the 

results validate that the method improves the 

classifying quality. In [25], a gas-path fault 

diagnosis method based on exergy loss and PNN 

model is introduced, and the results show that the 

diagnosis method can detect the fault and locate the 

malfunction component accurately. In [26], an 

improved PNN model is used to forecast the 

financial markets, which can get a higher accuracy 

and help stakeholders of stock market make 

accurate decisions. In [27], it proposes a load 

identification method based on PNN model. The 

results show that it can obtain the high accuracy in 

determining type of loads. In [28], a novel bearing 

fault diagnosis method based on PNN model with 

other methods is proposed for improving the 

accuracy of bearing fault recognition. The 

experimental results show that the fault recognition 

effect is good. In [29], a modified cuckoo search 

algorithm is proposed to globally optimize the 

parameter of PNN model, and the results show that 

the introduced method can improve the accuracy of 

fault diagnosis significantly. In [30], PNN model is 

considered for classification due to its accuracy 

rate with the statistical features, and the 

experimental results improve its efficiency. In 

addition, many other methods based on PNN 

model are used in practical applications, which 

obtain the encouraging results [31-33]. 

In this paper, the PNN model is used to 

classify the students' achievement. Experimental 

results indicate that the proposed method can 

improve the efficiency of classification so as to 

improve the teaching quality and promote the 

teaching reform. 

The remainder of the paper is structured as 

follows: in section 2, PNN model and related 

concept are introduced. In section 3, it gives the 

experimental method, the discussions and analysis 

are presented based on experimental results. In 

section 4, the conclusion is given. 

 

2. PROBABILISTIC NEURAL NETWORK 

ALGORITHM 

 

In the neural network technology, PNN model 

uses the exponential function to replace S-shape 

activation function. It is a feed-forward neural 

network, which is suit for data classification. 

2.1. The basic concept of PNN model 

The structure of PNN contains four layers such 

as input layer, pattern layer, summation layer and 

output layer. Its structure is shown in Fig. 1. 
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Fig. 1 Structure of PNN model 

 

The effect of every layer is described as Fig. 2. 

Input layer: receive values from training samples

Pattern layer: calculate the weighted sum 

between the input layer and the hidden layer

Summation layer: summation and matching  the 

classification patterns and neurons.

Output Layer: selecting the neurons with the 

maximum posterior probability density as outputs 

from the estimated various probability densities
 

Fig. 2. The functions of each layer  

 

The main advantages of PNN model include 

the following aspects:  

(1) Simple structure and fast training speed, which 

is suit for real-time data processing. 

(2) Each training sample determines a hidden  layer 

neuron, and the weight value of neuron is 

directly taken from the input sample value. 

(3) It can realize the nonlinear approximation 

arbitrarily, the classification result is insensitive 

to the form of basis function. 

(4) No matter how complicated the classification 

process is, as long as there are enough training 

data, it can obtain the optimal solution under 

the Bayesian classification rule. 

(5) It is no need to retrain when the new samples 

are added. 
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(6) Use the linear learning algorithm to complete 

the intention of nonlinear learning algorithm. 

In addition, it also has the virtues of high 

classification accuracy, good expansibility and 

good fault tolerance, et al. 

Usually, the basic algorithm of PNN is shown 

in Fig. 3. Of course, it should be noted that PNN 

makes three assumptions for probability density 

function. 

(1) The probability density function of each 

category is identical. 

(2) The probability density function satisfies the 

Gaussian distribution. 

(3) The variation matrix of Gaussian distribution 

probability density function is diagonal matrix, 

and the values of each diagonal element are 

equal. 

PNN model has good characteristic based on 

the above-mentioned assumptions. 

Send the normalized samples to the network 

input layer

Calculate the distance between the learning 

matrix and the corresponding elements in the 

sample matrix

Activate the Gaussian function in the pattern 

layer

Obtain the initial probability sum that each 

sample belongs to every class

Calculate the probability that a sample belongs 

to a certain class

Normalize and train the sample matrix

 
 

                       Fig.3. The basic algorithm of PNN 

 

Concretely, the PNN algorithm can be 

described as follows: 

(1) Use each sample as a vector, and build the 

initial training vectors from source data. 

(2) The number of neurons in the input layer 

is equal to the dimension of the feature vectors. 

The input nodes are merely distribution nodes that 

provide the same input values to all pattern nodes, 

and the feature vectors are passed to each node in 

the pattern layer. 

(3) The number of neurons within the pattern 

layer is equal to the number of input samples. 

When the input data are given, it will produce a 

vector. In this step, the activation function operator 

is expressed as: 
2( ) exp[( 1) / ]j jg z z  

               (1) 

In Eq.(1), jz is the output value. In this step, 

every input sample value will be multiplied by a 

weight coefficient of the pattern layer. 

The output value of each unit in pattern layer 

is expressed as: 
2

A 2
( ) exp

2

ijX X
f X



 
  
 
 

            (2) 

In Eq.(2), 1 2[ , ,... ]nX x x x  is the input 

sample, ijX  is the weight matrix between the input 

layer and pattern layer, it means that j  training 

sample belongs to i  category, 1,2...i M , 

1,2...j N . M is the total number of samples, 

and N is the number of category i .   is the 

smooth coefficient, which is the unique value that 

can be adjusted. Generally, is set between 0 and 

1. 

The conditional probability of a sample 

attribution is expressed by probability density 

function. 
2

2
2

1 1
( ) exp[ ]

2(2 )

ij

A
n

n

X X
f X

m  


   (3) 

In Eq. (3), n  is the dimension of sample 

space characteristic vectors, m  represents the 

number  that samples belong to category i . 

  (4) As shown in Eq.(4), the summation layer 

connects all kinds of pattern layer units, and it 

selectively adds the probability that belongs to the 

same category in the same layer. In this layer, the 

number of neurons is equal to the number of 

samples. 

                            

1

( )
m

A i

i

f g z


              (4) 

 (5) The output layer is a competitive neuron 

decision layer, where a competitive function selects 

the maximum probability which is the competitive 

output of the different probability density function, 

and each neuron corresponds to one category 

respectively. The number of neurons in the output 

layer is equal to the number of the training 

samples. Usually, the testing data are close to the 

sample data. Finally, only one neuron wins in the 

competing process. The neuron output with 

maximum probability is 1, and the category is 

corresponding to the positive sample classification 

result, and the other neurons are the negative 

sample classification results. 

2.2 Classification method based on PNN model 

PNN model belongs to a supervised network 

classifier, it has the characteristics of fast training, 

good fault tolerance and accurate classification 

ability. The classification method based on PNN 

model can be described as follows: 

Suppose there are two categories A , B . 

For every sample 1 2[ , ,... ]nX x x x , it belongs 

to A  or B .  

It should satisfy the Bayesian rule: 

if ( ) ( )A A A B B Bh l f X h l f X , then AX  ; 
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if ( ) ( )A A A B B Bh l f X h l f X , then BX  . 

Where, hA and fB are priori probability, and 

they meet the condition /A Ah N N , 

/B Bh N N . AN  and BN  are the number of 

training samples of A  and B  respectively. N is 

the total number of training samples. Al  and Bl  are 

the loss functions with the incorrect decision 

respectively. Af and Bf are the probability density 

functions of the category A and B respectively. 

PNN is an artificial neural network based on 

statistical principle. It absorbs the advantages of 

radial basis function and classical probability 

density function estimation principle. Compared 

with the traditional feed-forward neural network, it 

has more significant advantages in classification. 

 

3. EXPERIMENTS AND RESULTS 

 

Students' achievements classification has the 

significant role in detecting education quality. In 

order to evaluate the education quality objectively, 

fairly and reasonably, it is a very meaningful job to 

evaluate students according to their achievements 

accurately and properly. PNN model has the 

characteristics of fast classification speed, high 

accuracy and stable testing results. In this paper, we 

mainly establish the PNN model to find out the 

main factors that affect students' achievement. 

Besides, it classifies the students' achievements 

based on the diversified evaluation method so as to 

provide a guidance for the education reform. 

Students' achievements classification includes 

the following several parts, which is shown in 

Fig.4. 

 
Acquire
data

Create PNN
network

Train
data

Test
data

Output
results

Analyze
results

 

Fig. 4. The following chart of classification based on 

PNN model 

 

In Fig. 4, students' achievements are acquired 

by dean's office, firstly. Then it creates PNN 

network based on above-introduced method. 

Afterwards, it trains and tests students' 

achievements. In this process, the training data and 

testing data are selected randomly to improve the 

accuracy of classification results. Finally, it obtains 

the experimental results, and the results are 

analyzed based on accuracy and efficiency, 

respectively. With the help of powerful 

characteristic of PNN, it can obtain satisfactory 

classification results. 

Students' achievements mainly include usual 

behavior, home-work, mid-term examination and 

final examination, et al. In particular, usual 

behavior includes attendance (20%), watching the 

MOOC video (15%), interaction (10%), discussion 

(15%), reply (15%), small experiments (15%), brief 

essay (10%). In fact, usual behavior can truly and 

effectively reflect students' learning state and 

learning ability comprehensively. Furthermore, 

because the diversified evaluation method can 

highlight students' comprehensive ability, a 

diversified classification guidance model based on 

the students' achievement is constructed. Table.1 

shows the students' achievement distributions. 

These data come from the course "analog electronic 

technology", which is a provincial excellent online 

open course. Of course, it just shows part of the 

students' achievements. 

 
      Table 1. Students' achievements 

Name 

series 

Usual 

behavior  

Home 

-work 

Mid- 

term  

Final  Total  

1 95 85 85 72 77 

2 85 85 83 73 76 

3 90 80 83 73 76 

4 60 60 80 67 67 

5 100 90 85 75 80 

6 94 95 79 65 72 

7 80 70 70 38 49 

8 95 85 75 66 72 

9 100 96 96 87 90 

10 95 79 82 66 72 

11 95 75 81 56 64 

12 60 60 68 69 67 

13 95 85 87 68 74 

14 100 94 92 84 87 

 

Divides students' achievements into five 

categories: excellent, good, medium, pass and 

failed. In fact, it is helpful to explore the students' 

potential ability and provide a beneficial reference 

value for education reform by evaluating students' 

achievements comprehensively.  

As for PNN model, it contains many 

parameters. Different parameters have a great 

influence on its performance. Spread value is one 

of the important parameters, which has an 

important effect on testing accuracy. The effect of 

spread value on PNN is shown in Fig. 5. 

In Fig. 5, it is obvious that the testing 

accuracy rate has a downward trend with the 

increasing of the spread value. Especially, when 

the spread value is set to 10, the testing accuracy 

rate is only 63.33%, which is not conducive to 

students' achievements classification. So, it is 

important to choose a reasonable spread value. In 

this paper, the spread value is set as 1 based on the 

above analysis.  

Students' achievements are divided in five 

grades, which are corresponding to 15 models in 

PNN. The 15 models are shown in Table 2. 

Different model will produce different testing 

accuracy. In order to demonstrate the ability of 

PNN in classifying students' achievement, the 

general regression neural network (GRNN) model 

is also used to classify students' achievement 
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simultaneously, and the testing accuracy 

comparison diagram of 15 models is shown in Fig. 

6.  
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    Fig. 5. The effect of spread value on PNN 

 
Table 2. The corresponding relationship between 

model and input variables 
Grades  

Model 

Excellent Good Medium P a s s Failed 

1      

2      

3      

4      

5      

6      

7      

8      

9      

10      

11      

12      

13      

14      

15      

 

In Fig. 6, it can obtain higher testing accuracy 

using GRNN model than that of PNN model during 

the model 1 to model 12. However, in the model 14 

and model 15, the testing accuracy based on PNN 

model are higher than that of GRNN model. 

Besides, it can only achieve the testing accuracy 

93.33% based GRNN model, while the highest 

testing accuracy can reach 95% based on PNN 

model.  

Furthermore, according to the above testing 

results, we can make relevant suggestions on the 

students' learning situation. For example, as shown 

in table.1, No.2 and No.3 have the same total 

scores, but their usual behavior and home-work 

scores are different. So, we can put forward 

specific suggestions for the two students based on 

obtained results. In addition, we can put forward 

some opinions according to the rationality of 

students' classification, so that make students see 

their advantages and disadvantages and better plan 

their future study.  
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Fig. 6. Testing accuracy comparison diagram  

based on different model 
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Fig. 7. Cost time comparison diagram based  

on GRNN and PNN models 

 

As for a detection system, efficiency is 

another worth considering factor. Usually, using 

the different model will cost different time. As 

shown in Fig. 7, it will cost more time based on the 

GRNN model than PNN model. The longest time is 

0.1716s based on GRNN model, while the longest 

time is 0.0312s and the shortest time is only 

0.0156s based on PNN model. It is obvious that the 

14th and 15th models have significant advantages 

in classification efficiency. 

According to the classification accuracy and 

efficiency, we use the 15th model of GRNN and 

PNN to classify the students' achievements, 

respectively. The classification result is shown in 

Fig. 8. 

In Fig.8, there are 3 error categories during the 

60 testing samples based on PNN model, and the 4 

error categories happen in GRNN model. Besides, 

we classify the students' achievement using the 

PNN model, the cost time is only 0.0156s and the 

classification accuracy is 95%, this proves that it is 

an effective education quality detection method 

based on PNN model. 
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Fig. 8. The classification of testing set sample  

based on GRNN and PNN models 

 

4. CONCLUSION 

 

PNN model includes input layer, pattern layer, 

summation layer and output layer. It uses the 

Bayesian classifier and decision-making theory to 

build the system model. In this process, it uses the 

Gaussian non-linear function as activation function. 

It has the advantages of fast speed and high 

classification precision, so it is suitable for 

detecting education quality by classifying the 

students' achievements. In this paper, students' 

achievements and abilities are fully considered by 

using the PNN model to classify their 

achievements. Experimental results prove that the 

proposed method has high classification accuracy 

and efficiency. It is an effective and reasonable 

education quality detection method.  

In the future, further research can be carried out 

from the following aspects: 

(1) Increase the diversity of classes and the number 

of data samples. 

(2) Increase the diversity of students' learning 

quality evaluation index. 

(3) Apply advanced deep learning theory such as 

convolutional neural network and deep belief 

network and so on to analyze data samples, and 

use more methods to compare with the proposed 

method, so as to further improve the 

effectiveness of students' learning quality 

detection. 
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